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21 EN ROUTE

The En Route system is the core of information
flow throughout the NAS. Air route traffic control
centers (ARTCCs) are critical information hubs
for the NAS. Replacing the en route infrastructure
is critical to sustaining NAS services, assuring
safety, and meeting user demand. The ability to
sustain day-to-day NAS services takes prece-
dence over implementing new capabilities. How-
ever, at the same time that the hardware infra-
structure is being replaced to address immediate
needs, it is also necessary to begin software rede-
sign to resolve the fundamental limitations of the
existing software architecture to enable the mod-
ernization needed to support user demands for ad-
ditional services.

The Government/Industry Operational Concept
for the Evolution of Free Flight defines the future
operations and services for controlling aircraft in
the en route domain. The operational concept fo-
cuses on an increased ability to accommodate
user preferences using decision support tools for
air traffic control (conflict detection, conflict res-
olution, sequencing to terminal, and optimal de-
scent patterns) and traffic flow management (col-
laborative decisionmaking, NAS flow analysis,
and data exchange). 

In support of this, the en route architecture fea-
tures revised flight data management (FDM),
continuous access to expanded flight information
(e.g., position, velocity, intended trajectory, pref-
erences, etc.), improved decision support tools,
and improved surveillance processing with more
accurate position, velocity, intent, and wind infor-
mation. New procedures will be developed to take
advantage of the new operational capabilities.
The operational concept emphasizes that the NAS
will evolve to accommodate a flexible airspace
structure, including dynamic airspace boundary
restrictions and dynamic sectors. The en route ar-
chitecture provides a basis for achieving the func-
tionality defined in the operational concept.

The en route architecture is driven by the near-
term need to sustain and then replace the en route
automation hardware systems (e.g., host computer
system (Host), peripheral adapter module replace-
ment item (PAMRI), and enhanced direct access
radar channel (DARC)). The en route architecture

evolution provides user benefits as early as pos
ble in support of the operational concept and t
Free Flight Phase 1 Core Capabilities Limited D
ployment (FFP1 CCLD) plans. FFP1 is discuss
in Section 6, Free Flight Phase 1, Safe Flight 2
and Capstone.

21.1 En Route Architecture Evolution

The en route architecture seeks to sustain exist
services while introducing new user services 
early as practical. The first area of focus is the d
velopment of a stable hardware and systems s
ware infrastructure with common operating sy
tems and system services. New air traffic contr
(ATC) applications can then be put into place 
enhance present en route capabilities. 

Implementation of the en route architecture h
been divided into four steps, beginning with th
current operational prototypes and display u
grades and ending with enhancement and integ
tion of the en route systems and decision supp
tools. An overview of the sequence and relatio
ship of the en route functionality with respect t
the en route architecture is shown in Figure 21.
This figure and the figures for the en route arch
tecture evolution steps show the initial operatin
capability (IOC) functionality. Before this deploy
ment, extensive engineering development and 
tegration is essential and must be funded to 
duce the facilities and equipment (F&E) produ
tion procurement risks.

The first step includes replacing the Host har
ware with Host/oceanic computer system replac
ment (HOCSR) to solve the end-of-service-lif
problems. It is important to note that currently, th
software running on the HOSCR platform i
essentially the same software architecture th
was implemented in the early 1970s. The fir
step also includes completing the display syste
replacement (DSR) deployment, providing nex
generation weather radar (NEXRAD) weathe
data to en route controllers, the prototyping e
forts of center terminal radar approach contr
(TRACON) automation system/Traffic Manage
ment Advisor (CTAS/TMA), user request evalua
tion tool (URET), and the host interface devic
NAS local area network (HID/NAS LAN).
JANUARY  1999 EN ROUTE – 21-1
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To introduce early functionality, en route capabili-
ties will be expanded in the early stages with new
applications executing on processors external to
the Host/HOCSR—the first two of which will be
the user request evaluation tool core capability
limited deployment (URET CCLD) (evolved
from the URET prototype) and TMA Single Cen-
ter (SC) (evolved from the CTAS/TMA proto-
type). 

In the second step, the en route FFP1 CCLD
capabilities, (i.e., URET CCLD, TMA SC), along
with controller-pilot data link communications
(CPDLC) Builds 1 and 1A will be provided at
selected ARTCCs. These functions are
implemented on external processors and will be
integrated into the core en route software

architecture during the software reengineering 
Steps 2 and 3. The integration will factor i
lessons learned from the prototype imple
mentations in FFP1 activities and the effor
necessary to make these products suitable 
national deployment. URET CCLD implemen
tation in FFP1 provides basic conflict probe cap
bilities to the en route center data-side (D-sid
controllers1 and will provide the capability for air
traffic controllers to accurately predict aircraf
trajectories 20 minutes ahead and identify pote
tial conflicts. Initially, conflict probe will be im-
plemented on a Host outboard processor at 
lected domestic ARTCCs and will subsequent
be integrated into the coordinated ATC decisio
support system (DSS) tool set. TMA will acquir

Figure 21-1. En Route Architecture Evolution
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1. D-side controllers assist radar-side (R-side) controllers.
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flight and track data from HOCSR and calculate
schedules for arriving aircraft and send them to
specific TRACONs with meter lists routed to en
route controller workstations. 

Also in the second step, DARC and PAMRI must
be replaced due to their anticipated end of service
life. These replacements, along with HOCSR
technology refresh, will provide platforms to be
used until the enhanced en route architecture is in
place. At this time, the Host software reengineer-
ing effort will also begin with surveillance pro-
cessing modifications to take advantage of im-
proved accuracy and additional information avail-
able from existing sensors and avionics. Addi-
tional modifications to integrate oceanic and en
route requirements will eventually lead to com-
mon en route/oceanic processing. The reengi-
neered Host, the replaced DARC, and the re-
placed PAMRI (En Route Communications Gate-
way) will enable radar inputs from additional ter-
minal radar sources, which can provide additional
surveillance coverage.

The evolution to the en route infrastructure begins
with the DSR LAN and HID/NAS LAN and
eventually results in a communications structure
(i.e., the common en route infrastructure) through
which all new en route functions will interface.
Flight information will eventually be available to
all service providers and NAS users using infor-
mation services and the en route infrastructure.
These information exchange services will be
common with the oceanic, terminal, tower, and
support facilities as described in Section 19, NAS
Information Architecture and Services for Collab-
oration and Information Sharing.

Concurrent with the en route functional evolution
is implementation of an improved infrastructure,
which is a combination of data standards, inter-
face protocols, and a complementary suite of util-
ity support for accessing/storing information, op-
erating system interfacing, and translating be-
tween new and old data/interface formats. The in-
frastructure and services form the connectivity
basis for the addition of new en route functional-
ity into the ARTCC and for external access to
ARTCC data.

Initial data link service will be introduced at one
key site. Initial operational CPDLC service for
non-time-critical applications will subsequently

be made available nationwide. Prior t
nationwide implementation, users and servi
providers will have the opportunity to asses
system performance, operational benefits a
acceptability, and safety before further deplo
ment. Introduction of data link services wil
involve modifications to software and will require
the addition of an outboard data link application
processor (DLAP).

During the third step, en route systems will be u
graded to accept automatic dependent surve
lance (ADS) reports in addition to all of the exis
ing sensor inputs. The position of aircraft in non
radar areas will be available to air traffic servic
providers through processed ADS reports. Th
higher level of accuracy in aircraft position an
the downlinking of additional aircraft state data
such as velocity and intent, will permit enhancin
decision support tools to increase system capac
and user-preferred route availability.

Step 3 will deliver aeronautical telecommunica
tion network (ATN)-compliant CPDLC services
At each stage, these data link capabilities will b
merged with new and existing ATC automatio
capabilities to take full advantage of the improve
timeliness, reliability, and efficiency that data lin
services will bring to the ATC system. Eventually
the en route and oceanic data link communic
tions and application software will be integrate
into a common system.

As an expansion of the FFP1 tools, the reen
neered en route system in Step 3 will contain 
integrated version of conflict probe (CP) and mu
ticenter metering with descent advisor. Part of t
engineering analysis in Step 3 will be the fligh
data management test bed designed to prove 
concept of a universal format for flight object
within en route, oceanic, and terminal domains.

In the fourth step of the en route architecture ev
lution, the existing functionalities that are pro
vided by multiple systems will be replaced by a
integrated en route/oceanic system developed
the previous two steps. The new concept of flig
data management uses flight objects identified
the operational concept and provides electron
flight information for display to controllers. The
ARTCC ATC DSS tool set is the collection, en
hancement, and integration of conflict alert, co
formance monitoring, conflict probe, and conflic
JANUARY  1999 EN ROUTE – 21-3
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resolution tools, which will be implemented and
then enhanced.

The ARTCC ATC DSS functions support aircraft
separation from other aircraft, hazardous weather,
terrain obstructions, and restricted airspace. The
combination of improved surveillance intent in-
formation, the tools in ARTCC ATC DSS, and the
flight object in FDM will permit accommodation
of user-preferred trajectories. Additionally, the
ability to dynamically modify sector and center
boundaries will be included to help balance con-
troller workload.

The following sections present the en route archi-
tecture evolution in more detail. Architecture dia-
grams (Figures 21-2 through 21-5) show the con-
tent of each step in a logical or functional repre-
sentation without any intention of implying a
physical design or solution. 

21.1.1 En Route Architecture Evolution—
Step 1 (Current–1999)

In Step 1, the DSR program replaces the display
channel complex replacements (DCCRs), com-
puter display channels (CDCs), and plan view
displays (PVDs). The HID/NAS LAN is also in-
troduced (see Figure 21-2). Implementation of
HID/NAS LAN forms a basis for adding new
functionality and outboard processing (such as
CP, TMA, and data link processing), allowing
early delivery of new capabilities.

The Host is currently part of the primary chann
ATC equipment used in the 20 domestic cente
It provides radar data processing (RDP) for cen
controllers and flight data processing services f
center, terminal, and tower controllers. 

DARC is a backup system that displays radar da
and limited flight data to controllers when the pr
mary system is down. DARC supports two mod
of operation: NAS/DARC mode and DARC-only
mode. In NAS/DARC mode, the Host is fully op
erational and provides the DARC with an inte
face to flight data. In DARC-only mode, flight
data previously received from the Host cannot 
updated, so the currentness of flight data degra
rapidly.

The Host flight data processor (FDP) defines t
airspace boundaries and processes flight plans
aircraft that pass through each area, ensuring t
proper routings are applied. FDP also prepar
paper flight strips for the appropriate sector, te
minal, and tower as the basis for coordinatio
among adjacent NAS facilities. Flight strips ar
used to record information provided to an aircra
and for coordination activities. 

PAMRI is an interface peripheral to the Host, pro
viding the conduit through which the Host re
ceives and exchanges data, primarily radar d
and interfacility flight plan data.

Figure 21-2. En Route Architecture Evolution—Step 1 (Current–1999)
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The Host will be replaced in this step with a new
platform, HOCSR, which uses the current appli-
cation code with minimal modifications. Similar
hardware replacement with HOCSR will be made
for the oceanic display and planning system
(ODAPS) (see Section 22, Oceanic and Off-
shore). This hardware replacement will solve the
Host supportability problems.

At the Indianapolis ARTCC, a URET prototype is
currently being evaluated for its ability to assist
en route controllers in tactical planning to avoid
potential downstream conflicts. A second URET
prototype was installed in Memphis in 1997 to
test conflict probes across center boundaries.
Aided by forecast winds information, URET ex-
tracts real-time flight plan and tracking data from
the Host, builds flight trajectories for all flights
within or inbound to the center, and continuously
checks for conflicts up to 20 minutes into the fu-
ture. As the field trials progress, URET function-
ality is being displayed for use by the D-side con-
troller. In subsequent steps, the URET CCLD
FFP1 tool and full-scale development of CP will
evolve from the URET prototype and the lessons
learned in these field trials (see Steps 2 and 3).

The en route portion of the CTAS program in-
cludes a TMA tool for traffic managers and con-
trollers in en route centers. This tool displays the
volume and mix of aircraft destined for the entry

points into the terminal area. CTAS/TMA pro
vides miles-in-trail scheduling, time-based sche
uling, and meter lists to controllers to ensu
proper aircraft separation while increasing term
nal capacity. This TMA function is a preproduc
tion prototype installed at five high-capacity air
ports and associated ARTCCs.

HID/NAS LAN is a transitional infrastructure en-
hancement that will allow outboard processors f
new applications to access the Host for data wh
minimizing use of the Host processor capacity 
run the applications.

DSR provides color displays and will be delivere
with new display interfaces to the Host/HOCSR
By the end of this period, DSR will display im
proved weather data from NEXRAD, which i
processed by the weather and radar proces
(WARP). 

DARC, and PAMRI systems have reached the e
of their service lives. Sustainment and replac
ment issues are discussed in the next step.

21.1.2 En Route Architecture Evolution—
Step 2 (2000–2004)

In Step 2, PAMRI, and DARC functions will be
sustained via replacement with modern platform
that can accommodate subsequent additions a
modifications (see Figure 21-3).

Figure 21-3. En Route Architecture Evolution—Step 2 (2000–2004)
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Due to age and design characteristics, these cur-
rent en route automation systems are limited in
capacity and capability. They are also becoming
unsupportable and limit operational flexibility
within en route centers. The systems must be re-
placed with new systems that will support both
current and future functionality and that can meet
long-term availability, expandability, and effi-
ciency requirements.

PAMRI will be replaced with the En Route Com-
munications Gateway. It will be used in Steps 2
and 3 and will possibly be replaced for the en-
hanced en route/oceanic system described in
Step 4. DARC will be replaced with a diverse
(with respect to HOCSR) backup system, which
will be used until Step 4, when a redundant capa-
bility will be incorporated in the enhanced en
route/oceanic system.

URET CCLD is a limited deployment version of
the functionality demonstrated in the URET pro-
totypes and provides conflict probe core functions
to selected sites identified for FFP1 CCLD capa-
bilities. URET CCLD will use the DSR displays
rather than outboard displays as in the prototype
implementations. During Step 3, CP will undergo
development and be deployed at all 20 domestic
centers. Conflict probe functions will interface
with HOCSR via HID/NAS LAN until its evolu-
tion to the common en route infrastructure.

The single center TMA tool will be implemented
at selected sites for FFP1 CCLD, based on the
TMA prototype described in Step 1. In future en-
hancements, TMA will include an improved de-
scent advisory algorithm and time-based schedul-
ing, and a multicenter TMA will be implemented
in Step 3. Frequently, arrival streams to an airport
have to be created, not only in a single en route
center, but as a coordinated process with an adja-
cent en route center. By using aircraft track infor-
mation across center boundaries, the trajectory
can be modified earlier in the flight to minimize
disruptions to traffic patterns while optimizing ar-
rival rates.

Reengineering tasks will be performed to accom-
modate additional surveillance and communica-
tion sources and to initiate commonality with the
oceanic domain. The HOCSR platform will pro-
vide the basis for developing common en route/
oceanic processing. The surveillance processing

in the En Route Communications Gateway an
HOCSR will be reengineered to accept and pr
cess surveillance data from selected terminal 
dars. Additionally, these terminal sensors an
many of the existing en route sensors can disse
inate more accurate aircraft positional data to t
automation system, as well as other valuable 
formation that is presently not being utilized. Th
step will begin the process of redesigning the s
veillance processing and other automation app
cations to make the best possible use of these s
sor data. In this time frame, the complement 
beacon sensors that will exist includes th
monopulse ATC radar beacon system (ATCRB
and Mode-S with ground-initiated downlink com
munications. It is anticipated that the addition o
ADS coverage to this sensor mix will be accom
plished in the next step. All terminal sensors w
continue to have co-located primary radar surve
lance. 

The initial CPDLC Build 1 service for a limited
message set, including transfer of communic
tions (frequency change instruction), will be pro
vided at one key site early in this step. CPDL
Build 1 is the first step toward achieving ful
CPDLC services. CPDLC will require software
changes to the Host and DSR and the addition
an outboard DLAP. Users and service provide
will have the opportunity to assess system perfo
mance, operational benefits and acceptability, a
safety before further development. If results a
positive, the CPDLC tool will be fully deployed
nationwide. Subsequently, the initial set of non
time-critical CPDLC service will be expanded
(Build 1A). These services will use more of th
International Civil Aviation Organization (ICAO)
CPDLC message set. Subsequent CPDLC bui
will require further modifications to Host soft-
ware, DSR, and DLAP.

The FAA’s ground system infrastructure nece
sary to support these capabilities will includ
DLAPs located at each ARTCC to support e
route and oceanic data link services and at ea
TRACON to support terminal and tower data lin
services. Each DLAP will contain the commun
cation protocols and applications required. In
tially, DLAPs will connect to communications
service provider networks and later to FAA-pro
vided networks.
21-6 – EN ROUTE JANUARY  1999
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The common en route infrastructure requires stan-
dards and specifications and protocols to be fol-
lowed. The en route infrastructure will evolve in
parallel with the infrastructure evolution of the
other FAA domains (terminal, oceanic, tower,
flight service) and the Air Traffic Control System
Command Center. This first increment of local
services and the associated infrastructure enable
all intrafacility systems to share information with
each other and, in future steps, to provide the
means by which each facility shares data with
other FAA facilities and NAS users. To achieve
this, the services and infrastructure will include
standards and a set of utilities for communication,
data storage and retrieval, data monitoring, and
recording. During Step 2, platform security will
be implemented for en route computers, and the
HID/NAS LAN gateways will be augmented to
control access from remote systems.

21.1.3 En Route Architecture Evolution—
Step 3 (2005–2007)

Reengineering surveillance processing and deci-
sion support algorithms initiated in the previous
step will continue on a larger scale. Step 3 (see
Figure 21-4) involves introducing new surveil-
lance inputs, modifications to the en route com-
munications gateway and related computer hard-

ware, and systems software and related air tra
control decision support software algorithms.

To achieve the en route performance goals, 
sensor data (e.g., data from primary radars, b
con interrogators, and dependent surveillanc
will be used to the maximum. Using the Mode-
downlink capability for additional aircraft state
data and the later adding of automatic depend
surveillance broadcast (ADS-B) data will bot
improve coverage and add to aircraft position
accuracy. These sensor data will include real-tim
information on aircraft velocity (airspeed, head
ing, windspeed, direction), acceleration (bank a
gle, climb rate), and intent (assigned altitude, i
tended waypoints). A key surveillance processi
improvement will be the ability of sensors to dis
seminate and automation systems to accept s
veillance reports in the common surveillanc
message format.  The All Purpose Structur
EUROCONTROL Radar Information Exchang
(ASTERIX) will provide the common
surveillance message (described in Section 
Surveillance). 

Surveillance data processing (SDP) wa
developed to perform surveillance data fusion a
reengineering of the decision support tools, whi
began in Step 2, and will be deployed to ma
maximum use of the additional data, accurac

Figure 21-4. En Route Architecture Evolution–Reengineered En Route—Step 3 (2005–2007)
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and update rates. These enhancements will permit
increased traffic flow and allow more user
preferred routes while enhancing safety.

Integrating the new data will require reengineer-
ing the en route communications gateway, the
Host software, and related decision support algo-
rithms. This is an evolutionary step leading to the
en route architecture described in Step 4.

Developing and implementing a prototype FDM
at selected sites is a risk-reduction strategy to ver-
ify use of flight objects and the display of addi-
tional data for ATC and user collaboration. This
FDM prototype will be introduced into the en
route, terminal, and oceanic domains, and it will
be tested in shadow mode as an engineering test
bed, in parallel with the operational FDP.

TMA SC will be expanded to include traffic man-
agement advisory capabilities across multiple en
route centers (TMA Multicenter (MC)). This
TMA expansion will also include improved de-
scent advisory (DA) functionality by generating
arrival clearance advisories as well as metering
lists for TRACONs.

The URET CCLD FFP1 tool from Step 2 will be
enhanced and deployed nationwide as CP. These
enhancements will include improved computer-
human interface (CHI), integration into the radar
position (R-side), and other improvements.

Cutover to the next-generation air-ground com
munications system (NEXCOM) very high fre
quency digital link (VDL) Mode-3 voice opera-
tion is planned to take place in the high- and sup
high-altitude en route sectors. 

The CPDLC message set will be expanded to a
proximately 100 messages (Build 2). DSR mod
fications will enable the en route system to di
play CPDLC information and new ADS-B data.

With development of the initial NAS-wide infor-
mation network and common data services, app
cations will be able to send and receive en rou
information through local information exchange
This capability includes connectivity betwee
FAA facilities as well as with NAS users throug
information sharing.

21.1.4 En Route Architecture Evolution—
Step 4 (2008–2015)

In this step, the en route systems evolve toward
common hardware and software structure with t
oceanic systems, although some applications m
remain unique in each domain. The enhanced 
route architecture (see Figure 21-5) implemen
FDM and advanced ARTCC ATC DSS tools. Th
need for a standard interface with NAS use
drives implementation of the domain infrastruc
tures and the local and NAS services.

Figure 21-5. En Route Architecture Evolution–Enhanced En Route—Step 4 (2008–2015)
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Surveillance processing will receive input from
available sensors (e.g., primary radars, beacon in-
terrogators, dependent surveillance), determine
the position to be used for aircraft covered by
multiple sensors, and provide the data (position,
velocity, intent, etc.) for display and use by other
DSS applications. 

The replacement of FDP by FDM is driven by the
operational concept approach of creating a flight
object that increases the information within the
flight plan and facilitates sharing of this informa-
tion across domain boundaries with all authorized
NAS users. In addition to expanding FDP func-
tions in ARTCCs, the new FDM supports collabo-
rative use at additional FAA and user facilities.
The flight object contains all information about a
flight (from the planning stage to the postflight ar-
chiving and analysis stages). 

With FDM, flight plan processing and approval
will be done nationally. Since the en route archi-
tecture is a logical architecture, the physical im-
plementation of FDM is not implied. FDM will be
implemented in a manner to prevent bottlenecks
and loss of capability should one or more facili-
ties be temporarily out of service. Each FAA air
traffic facility will be capable of operating auton-
omously if necessary. Alternate facilities will as-
sume FDM responsibilities in the event of an out-
age.

When a flight plan is activated, the flight object is
retrieved and passed to the FAA ATC facilities re-
sponsible for that flight. As the flight progresses,
the flight object data are automatically updated by
the FDM at the controlling facility, and periodic
updates are available through the NAS-wide in-
formation services for access by other FAA facili-
ties or NAS users. FDM will archive the flight ob-
ject during the flight and will maintain a perma-
nent flight history. The content of the flight object
is described further in Section 19, NAS Informa-
tion Architecture and Services for Collaboration
and Information Sharing.

The availability of improved aircraft position, ve-
locity, intent, and wind information and the im-
plementation of new automated decision support
tools will assist controllers in separating aircraft
from restricted airspace, hazardous weather, and
other aircraft. It will also allow more user-pre-
ferred routes to be granted. 

Full ATN-compliant CPDLC services (Build 3),
including air-ground automation data exchang
will be delivered via NEXCOM. Introducing data
link services will require modifications to the
Host software, DSR, and DLAP. Data link vi
NEXCOM will provide time-critical data commu-
nications for ATC and will support collaborative
planning such as user-preferred trajectorie
CPDLC will support selective authentication o
safety-critical messages.

Modifications to the content of and interfaces 
controller displays will be required to accommo
date the new integrated capabilities and flight o
ject data. The following ARTCC ATC decision
support tools will be integrated onto commo
platforms and the required reliability and accu
racy will be maintained or improved:

• Conflict Alert

• Minimum Safe Altitude Warning

• Conflict Probe 

• Weather processing interfaces to the air traf
control decision support system (ADSS) 

• Conflict Resolution

• Descent Advisor

• Conformance Monitoring

• Multicenter Metering.

Additional tools will assist controllers in main
taining situational awareness and monitoring t
status of airspace configuration (e.g., restrict
airspace, hazardous weather location, sec
boundaries). Data exchange capabilities will giv
service providers and NAS users an informed b
sis for collaboration on trajectory and strateg
airspace solution planning.

Traffic flow managers and controllers will hav
access to the same decision tools and flight o
jects. These tools, with adjustments to the para
eters (e.g., look-ahead time), will become dens
tools for assessing the ripple effect of airspa
changes. Modified trajectories can be develop
collaboratively with airline operation center
(AOCs), pilots, and other NAS users. The ne
trajectories can then be distributed to flight dec
and downstream facilities. Traffic flow manager
will have access to common ATM workstations a
part of the TFM DSS.
JANUARY  1999 EN ROUTE – 21-9
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Dynamic resectorization is an advanced concept
that will allow ATC facilities to configure air-
space boundaries in real time to accommodate
varying traffic flows. ATC personnel will be able
to coordinate minor sector boundary changes
among themselves to reduce manual coordination
and make their assigned airspace more efficient
for existing traffic flow. These advanced con-
cepts, which incorporate multiple center and sec-
tor reconfiguration capabilities, require further
study to determine their feasibility.

In support of the en route enhancements, the in-
frastructure will provide these additional capabili-
ties:

• Infrastructure and processing between en
route and oceanic domains (New York, Oak-
land, and Anchorage) will be common.

• Local information service will accept and
process queries from NAS users.

• Data link applications will enable common
domestic and oceanic data link services.

• Automated monitoring and status reporting
interfaces with NAS infrastructure manage-
ment system.

The enhanced en route/oceanic architecture (see
Figure 21-6) provides full ATC functionality for
two physically separate, redundant systems. Each
full-service system will perform all functions, in-
terface with controller workstations, and receive
data from all external systems. 

An en route investment analysis will determine
whether a tertiary backup system is needed to

cover situations in which the primary and secon
ary systems both fail or are not available for som
unpredictable reason. This analysis will als
cover the safety implications of the various poss
ble configurations and the impact of such issu
as rapid cold start, warm start, recovery time
maintenance actions, and common-mode failur
Figure 21-6 shows a possible backup system w
hardware and software diversity. 

21.2 Summary of Capabilities

A stable hardware and systems software infr
structure with common operating systems a
system services will be available at each step
the evolutionary system as a platform upon whi
ATC applications can be developed. 

Initially, the en route FFP1 CCLD capabilitie
(URET CCLD and TMA SC), will be provided at
selected ARTCCs. These functions ar
implemented on outboard processors, and will 
subsequently integrated into the core en rou
software architecture during the reengineering 
the host software. The integration will involve
factoring in lessons learned from the prototyp
implementations in FFP1 activities and the effor
necessary to make these products suitable 
national deployment. Figure 21-7 summarizes t
capabilities evolution.

URET CCLD will allow controllers to accurately
predict aircraft trajectories 20 minutes ahead a
identify potential conflicts. URET CCLD will
evolve to CP and be deployed nationwide. C
will be integrated into the en route automation, a

Figure 21-6. Redundant Functionality in En Route Architecture
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lowing controllers to grant additional user-pre-
ferred routing. 

TMA will assist controllers by calculating arrival
schedules for sequencing to terminal facilities.
The increased situational awareness will allow
controllers to grant more user requests. TMA,
which was initially deployed as a single center ca-
pability, will evolve to incorporate a multicenter
capability allowing metering of aircraft to termi-
nal areas across ARTCC boundaries.

CPDLC Build 1 will be initially installed at a sin-
gle center so that controllers and pilots can gain
operational experience with this capability. Sub-
sequent national deployments will provide ex-
panded operational information exchange by in-
corporating additional messages. Data link will
provide additional interfaces for decision support
tools as they evolve.

Implementing the flight object and the NAS-wide
information services will allow data sharing
across domains, facilities, and NAS users. This
sharing will benefit users by enhancing the air-
lines planning to support daily operations. It will
also improve the effectiveness of the ARTCC
ATC decision support tools that provide both
safety and efficiency benefits to all users.

En route automation will receive more accura
aircraft position, velocity, and intent information
from both the Mode-S downlink and the ADS
systems. ADS-B receives very accurate positi
determination from the Global Positioning Sys
tem (GPS) and broadcasts aircraft information 
other aircraft and ground facilities. This improve
information used by enhanced DSS tools will im
prove en route system capacity and efficiency a
may allow reduced separation standards to be 
plemented. Dynamic resectorization, to balan
controller workload and potentially increase ca
pacity, is a longer-term goal.

21.3 Human Factors

Implementing new hardware and software 
DSSs, implementing new applications, and e
abling en route technologies entails significa
improvements in the way en route controlle
conduct operations and provide traffic manag
ment services. Through an acquisition proce
that entails close collaboration with users, the r
sulting enhancements will provide new and di
ferent Air Traffic Service (AAT) and Airway Fa-
cilities Service (AAF) workforce tools, skills,
procedures, and training. Some of the more s
nificant increases to human-system performan
include those related to:

Figure 21-7. En Route Capabilities Summary

ATC messaging via service provider data link

Sequencing and spacing tool deployed at Dallas

Metering aircraft to terminal areas

Initial ATC messaging via service provider data link

TMA
Prototype

TMA SC
FFP1

CPDLC
Build 1
FFP1

CPDLC
Build 2

URET
Prototype

Conflict probe prototype deployed at Indianapolis and Memphis

Conflict probe deployed at selected sites (integrated D-side)

Conflict probe at all en route sites. Controllers grant more user requests

 Conflict
Probe
(FSD)

Multicenter
Metering w/

DA

GPS Data
via ADS

CPDLC
Build 1A

GPS Data
via SSR

Enhanced
En Route/
Oceanic
System

URET CCLD
FFP1

Conflict
 Resolution w/ 

Multicenter
Metering

GPS position, velocity, and intent via selective interrogation

Increased productivity, national use of flight object

Managed controller workload and increase throughput of system

Initial ATC messaging via FAA network data link

Metering aircraft to terminal areas across center boundaries

GPS position, velocity, intent via ADS-B ground stations
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• Information Dissemination: Devising meth-
ods of distributing information among coop-
erative and collaborative en route decision-
makers for such services as: 

– Advisories that inform ground and aircraft
crews about alert/protected zone condi-
tions, warnings, and resolutions

– Common views and warnings of terrain,
special use airspace (SUA), obstructions,
and weather

– Real-time reporting to users and service
providers of radar, beacon, ADS, and other
position information

– Increased availability and updating of pilot
intent and aircraft performance data

– Information on integrity and timeliness
needed to support flight object and DSS
implementation.

• Prototype Implementation: Conducting the
transition of prototypes for production and
implementation such as:

– Ensuring new functionality and/or CHI as-
sociated with individual prototypes or en-
hancements is effective and compatible
(for operational/supportability) when inte-
grated to form an evolutionary target en
route baseline

– Designing target workstations for the addi-
tion of new functionality (e.g., adequacy of
the DSR data position (D-side) monitor for
a conflict probe, availability of function
keys on R-side, D-side, and monitoring and
control (M&C) keyboards)

– Clarifying the roles and responsibilities for
new ATC applications (e.g., where DSR
consoles are to be used for TMU posi-
tions).

• Workstation Design: Eliminating individual
controller and maintenance workstation de-
signs, divergent CHI, or incompatible CHI—
especially where commercial software and
application systems are prototyped and de-
fined as independent systems that later inter-
connect to the Host via the HID/NAS LAN or
are integrated into a single position or sector.

• Failure Mode: Designing (human) error-tol-
erant failure mode procedures, systems, a
operations (under degraded or outage con
tions) where there is heavy reliance on aut
mated decision support tools for maintainin
separation standards and tactical situation
awareness.

• Training and Transition:  Assessing training
implications and transition requirements re
sulting from incremental implementation o
new air traffic and airways facilities feature
and functionality and ATC functionalities tha
require significant use of common “displa
real estate” (e.g., tradeoffs between size 
D-side glass and strip capacity).

• Analyses: Conducting en route analyses i
support of: 

– DSR upgrades for enhanced color codin
operational display and input developmen
(ODID) style graphical user interface, an
revised CHI standard for R-side, D-side
and M&C positions

– Baselining ARTCC en route operationa
and support work environments for add
tions to a configuration-management-con
trolled en route baseline

– Design and development of a new and int
grated ARTCC inventory of visual and au
ral alerts and alarms

– Human factors investment analysis for th
Host/DARC replacement and for en rout
conflict probe

– Implementation of CHI design attribute al
location and configuration control systems

• Performance Measures: Establishing objec-
tive en route measures for integrated huma
system performance for such major mile
stones as successful completion of oper
tional test and evaluation, initial operating ca
pability, and operational readiness demonstr
tion.

21.4 Transition

Figure 21-8 summarizes the en route activiti
transition.
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21.5 Costs
The FAA’s estimated costs for research, engineer-
ing, and development (R,E&D); F&E); and oper-
ations (OPS) are shown in constant FY98 dollars
in Figure 21-9.

21.6 Watch Items

Achieving the en route functionality and opera
tional benefits within the schedules and budge
described in the architecture depends upon 
funding and success of the following related a
tivities.

Figure 21-8. En Route Transition
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Figure 21-9. Estimated En Route Automation Costs
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• Demonstrating the ability of ground automa-
tion systems to process improved surveil-
lance, intent, aircraft state, and wind data
from both Mode-S downlink and ADS; to
merge these data with radar data; and to dis-
play this information to controllers with an
acceptable CHI. Results of these demonstra-
tions would include processing algorithms
and CHI standards that could then be incorpo-
rated into the en route core functionality be-
tween 2005 and 2008

• Timely deployment of the Host, DARC, and
PAMRI hardware supportability solutions
that solve the infrastructure replacement
problems in the near term and provide a
bridge to the new capabilities of the reengi-
neered en route system

• Success of the FFP1 prototypes for the en
route domain (URET and TMA SC) and con-
version to production programs for initial
conflict probe and TMA

• Transitional airspace structures and airspace
redesign and their effect upon the labor-inten-

sive effort necessary for site adaptation da
maintenance. These affect both the curre
systems and the new decision support tools

The budget for incorporating some of the futu
functionality is related to developing common a
gorithms to provide this functionality across do
mains where appropriate. Areas where comm
functionality across domains is anticipated are:

• Common surveillance processing and AD
data fusion in the terminal, en route, and su
face domains

• Incorporation of more accurate surveillanc
intent, aircraft state, and wind data from bo
Mode-S downlink and ADS to improve deci
sion support tools

• Common weather services

• Common flight object processing

• Common functionality in some ATC DSS an
safety-related tools.
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